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ABSTRACT

Compressive sensing (CS) exploits the sparsity present in
many signal environments to reduce the number of measure-
ments needed for digital acquisition and processing. We have
previously introduced the concept and feasibility of using CS
techniques to build a wideband signal acquisition systems.
This paper extends that work to examine such a receiver’s
performance as a function of several key design parameters.
In particular we show that that the system noise figure is
predictably degraded as the subsampling implicit in CS is
made more aggressive. Conversely we show that the dynamic
range of a CS-based system can be substantially improved
as the subsampling factor grows. The ability to control these
aspects of performance provides an engineer new degrees of
freedom in the design of wideband acquisition systems. A
specific practical example, a multi-collector emitter geoloca-
tion system, is included to illustrate that point.

1. INTRODUCTION

Compressive sensing (CS) [1–3] exploits the sparsity present
in many common signals to reduce the number of mea-
surements needed for digital acquisition. With this reduc-
tion comes, in theory, commensurate reductions in the size,
weight, power consumption, and/or monetary cost of both the
signal sensors and any associated communication links. A
previous DASP paper [4] examined the use of CS techniques
to build a wideband acquisition receiver that would operate
in environments where the input signal takes the form of a
sparse combination of narrowband signals of unknown fre-
quencies that appear anywhere in a broad spectral band. In [4]
we showed that such a receiver was feasible, at least in theory,
and often desirable, but that the subsampling associated with
compressive sensing had the negative effect of increasing the
noise figure of the receiver. In this paper we discuss the other
side of the coin — the positive effect that CS can have on
the overall dynamic range (DR) of the acquisition system.
We examine this effect theoretically, and then discuss, with a
practical example, the new types of tradeoffs that use of CS
permits a systems designer.

This paper is organized as follows. Section 2.1 restates
the practical design problem laid out in [4] and reviews a set

of requirements that a receiver should meet to be highly at-
tractive for practical use. Section 2.2 reviews the relevant CS
theory and the results from [4] and [5] that describe the per-
formance of such a receiver in the presence of white noise.
Rather than repeat the analysis recently presented in [5], Sec-
tion 3 reviews the formulation of the claim that CS can sub-
stantially improve a system’s DR performance and outlines
the proof presented in [5]. Section 4 examines the new engi-
neering tradeoffs that CS makes available to a designer and
follows a particular example to illustrate the point. Section 5
collects various recommendations for additional study and in-
vestigation.

2. REVIEW OF TECHNICAL OBJECTIVES
AND PAST RESULTS

2.1. Background and problem statement

Our objective in this paper is to continue the exploration of CS
with the intent of using it in practical radio signal receiving
systems. We began this in [4] by examining how it might
be applied to meet a specific set of requirements. We review
that example again briefly here, since it remains the reference
point for this paper as well.

The particular application we addressed is a wideband ra-
dio frequency (RF) signal acquisition receiver, a device com-
monly used in both commercial and military systems to moni-
tor a wide band of radio frequencies for the purposes of (i) de-
tecting the presence of signals, (ii) characterizing them, and,
where appropriate, (iii) extracting a specific signal from the
several that might be present within that band. Many types of
acquisition receivers have been designed, built, and sold over
the years, but we chose in [4] a set of putative requirements
for such a receiver to ease comparisons and analysis. The
reader is invited to repeat the comparison for other parameter
choices.

The attributes that characterize an acquisition receiver
typically fall into two categories: technical specifications —
such as instantaneous bandwidth — and various “costs” —
such as size, weight, and power consumption (SWAP) and
monetary cost. In [4], [5], and this paper we will address only
the few most important technical specifications:
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Fig. 1. The processing asymmetry assumed in a CS wideband
acquisition receiver. The low size, weight, power and cost of
the compressive sensor usually implies the need for substan-
tial computation at the “backend” of the system.

• Instantaneous bandwidth — the RF range over which
signals will be accepted by the receiver and handled
with full fidelity.

• Instantaneous dynamic range — the ratio of the maxi-
mum to minimum signal power level for which received
signals can be handled with full fidelity.

• SNR degradation — usually termed “noise figure,” a
measure of the tendency of the receiver to lower the
input signal-to-noise ratio (SNR) of a received signal,
usually measured in dB.

• Maximum signal bandwidth — the maximum com-
bined bandwidth of the constituent signals in the acqui-
sition bandwidth of the receiver.

• Datalink bit rate — the transmission rate required to
carry the sampled output stream to the central process-
ing facility.

These requirements must be met subject to many constraints,
including, at least, SWAP and monetary cost. There are
also typically system-level constraints, such as the bandwidth
available for communicating what the receiver has discovered
to other assets or a central processing facility.

Historically RF signal acquisition receivers were first
built using purely analog technology, then, more recently,
using analog technology conditioning the signal environment
sufficiently to employ a high-rate analog-to-digital converter
(ADC) followed by digital processing, storage, and/or trans-
mission. If and when it can be applied, CS offers the promise
to (i) increase the instantaneous input bandwidth, (ii) lower
all of the cost attributes at the receiver, and (iii) move the
computationally intensive portions of the acquisition process
away from the sensor and toward a central processing facility.
The “processing asymmetry” induced by CS, as identified in
point (iii), is illustrated in Figure 1.

For the purposes of the comparisons to be made in this
paper, we have assumed in Table 1 a set of requirements for an
acquisition system that are rather audacious and would at the
least stress conventional implementations at the present time.
To meet the bandwidth and DR requirements, conventional
designs would typically be forced to use techniques based on
scanning narrowband receivers across the band. If CS-based

Table 1. A putative set of specifications for an advanced RF
signal acquisition receiver.

Attribute Specification
Instantaneous bandwidth B/2 500 MHz
Instantaneous dynamic range DR 96 dB
SNR degradation/noise figure NF 12 dB
Maximum signal bandwidth W/2 200 kHz
Required data link bit rate r 150 Mb/s

systems can be shown to work in such settings without the
need for scanning at the receiver, then they would have broad
application.

In order to apply CS, we must make two last, but impor-
tant, assumptions:

1. Signal sparsity — In order to meet the first-order as-
sumption of all CS techniques, in this paper we assume
that the input signal is sparse. To be concrete, in Ta-
ble 1 we assume that the sum of the bandwidths of all
signals present in the full acquisition band is no more
than 200 kHz. Note that this is significantly smaller
than the instantaneous bandwidth of 500 MHz. Thus
we are assuming that the RF input to the receiver is sig-
nificantly sparse in the frequency domain (the instanta-
neous bandwidth is only 1/2500 occupied). Although
inputs with this level of spectral sparsity are not com-
mon, they exist often enough to make a solution use-
ful if it can be found. To test the impact of the spar-
sity assumption for this application, we will evaluate
the performance, both theoretically and in simulation,
for both the case where the input is noise-free, so that
the input signal is truly sparse, and in the more practi-
cal case where the input is contaminated with additive
white noise.

2. Processing asymmetry — Our objective is to minimize
all receiver and data link costs, i.e., the SWAP and mon-
etary cost of the receiver and the bandwidth required for
transmission. We assume that once data is acquired and
transmitted, we are prepared to invest heavily in a (pos-
sibly centralized) system that can do as much process-
ing as needed to detect, characterize, and/or recover the
signal of interest. In other words, we assume that there
is no cost to processing the receiver output, while there
is high cost to the receiver acquisition and data forward-
ing processes. This separation of computation is illus-
trated in Figure 1.

2.2. Key result regarding noise folding in CS

The bulk of the CS literature focuses on acquisition and re-
covery in the face of measurement noise [6–10]. Moreover,
most of this literature also focuses on the setting where the
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noise is bounded. In [4] and [5] we examined the effect of
measurement noise as well as any signal noise that may be
present in the signal itself. Specifically we examined the
harmful impact of white additive noise at the receiver’s input.
The careful analysis presented in [5] reveals, under a reason-
able set of circumstances, a surprisingly simple result. The-
orem 4.3 from [5] states that if the noiseless input is sparse,
if the additive noise is white, and if the CS measurement pro-
cess satisfies the “restricted isometry property” (RIP), then
the recovered SNR (RSNR) is related to the “in-band” SNR
(IBSNR) of the received signal by

ρ
1− δ
1 + δ

≤ IBSNR

RSNR
≤ ρ1 + δ

1− δ
. (1)

Here, ρ is the decimation rate, or the “subsampling ratio,” and
δ ∈ (0, 1) is a constant determined by the CS measurement
process. It can be shown that ρ must be less than a critical
value, denoted ρCS , which depends on B

W , the degree of spar-
sity of the input signal.

Further simplification of (1) yields the main result.
Specifically, if we measure the ratio in dB, then we have
that

IBSNR

RSNR
≈ 10 log10 (ρ) .

Thus, every time we double the subsampling factor ρ (a one
octave increase), up to ρCS , the SNR loss increases by 3 dB.
In other words, for the acquisition of a sparse signal in white
noise, the RSNR of the recovered signal decreases by 3 dB for
every octave increase in the amount of subsampling.

The 3dB/octave SNR degradation represents an important
tradeoff in the design of CS receivers. It yields the engineer-
ing design rule for CS receivers of NF ≈ 10 log10(ρ), where
NF is the noise figure as defined in Section 2. This result
implies that for a fixed signal bandwidth W/2 there is a prac-
tical limit to the instantaneous bandwidth B/2 for which we
can obtain a desired RSNR. In Section 3.4 we match this the-
oretical result against the results of multiple simulations.

Although the noise folding behavior of CS systems im-
poses a very real cost, it does not necessarily preclude its use
in practice, one example of which is discussed in Section 4.
The dramatic sampling rate reduction enabled by CS can lead,
in some cases, to significant improvements in the DR of the
system. This issue is examined in the next section.

3. DYNAMIC RANGE OF A CS ACQUISITION
RECEIVER

3.1. General strategy

A fundamental attribute of CS is that it enables a significantly
lower sampling rate for sparse signals than would otherwise
be required for full Nyquist-band sampling. This, in turn,
enables the use of slower, but higher-resolution, ADCs. By
exploiting this fact, a CS acquisition system should be able to

provide a significantly larger DR than a conventional Nyquist-
rate acquisition system within the same instantaneous band-
width. Our strategy for demonstrating this falls into two parts.

• We first examine the literature on ADC device technol-
ogy to confirm that lower sampling rates permit the use
of devices with higher intrinsic DR.

• We then prove, by reference to [5], that in a properly
designed CS receiver, the ADC’s quantizer is the only
component that limits the system’s DR. Hence any im-
provement in the DR of the underlying ADC will result
in a commensurate improvement in the DR of the CS
receiver.

With these in hand, we can produce practical design rules that
characterize the DR of a CS receiver.

3.2. Conversion speed versus dynamic range for ADCs

Assuming that we can prove that the CS process itself does
not degrade the DR of a signal acquisition system (beyond
perhaps a signal-dependent bias), the DR performance of the
overall receiver depends on the low-rate ADC used to obtain
the CS measurements. Rather than review the lengthy litera-
ture on the design and implementation of ADCs, we refer the
reader to [11], an excellent tutorial on the topic. This paper
examines the factors that affect ADC performance, predicts
that performance and, the item that is important for us, com-
pares those predictions with a large amount of empirical data,
one key presentation of which appears here as Figure 2. We
draw two points from [11]:

• Walden [12] predicted that the performance of an ADC
(measured in several ways — effective number of bits
(ENOB), DR, and SNR) should degrade at a rate of 1
bit per octave of sampling rate, over a broad range of
sampling rates.

• Performance evaluation of the “best of breed” ADC
converters has shown that Walden’s rule is not matched
precisely but, as a general trend, it is true. Specifically,
there is a broad range of conversion rates (between
roughly 10 kHz and 1 MHz) in which each factor-of-
two reduction in sampling rate increases the DR by
1.3 bits (about 8 dB), and another range (roughly 100
MHz and above) in which each factor-of-two reduction
increases the DR by about 0.9 bits (about 5.5 dB).

While it is clear that the exact value of the improvement
that can be attained will depend on the exact speed and the
exact ADC design, we proceed forward with the assumption
that the CS-enabled sampling rate reduction can increase the
system DR, by roughly one bit (and therefore roughly 6 dB)
for every factor of two that CS permits the ADC sampling rate
to be reduced.
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The pipelined structure and unknown structure have the
best overall performance, so that they are best suited for
applications with high performance requirements, such as
wireless transceiver applications and military use [3]. SAR
ADCs have widely ranging sampling rates, though they are
not the fastest devices. Still, these devices are popular for
their range of speeds and resolutions as well as low cost and
power dissipation. It can be seen that there is a borderline of
sampling rate at around 30 Ms/s separating the sigma-delta
and flash ADCs. Sigma-delta ADCs have the highest resolu-
tion with relatively low sampling rates from kilosamples per
second to megasamples per second, while flash ADCs have
the highest sampling rates up to
Gsps due to their parallel structure
but with a resolution limited to no
more than 8 b due to nonlinearity.
Between these two structures are
unknown structures compromising
speed and resolution. 

We are also interested in the
envelope of the sample distributions
in this plot since such an envelope
indicates the performance limita-
tions. It is reasonable to extract the
envelope information based on the
ADCs with the highest performance
to postulate the design challenges
and technology trends.

In Figure 1, if Walden’s claim that P
is relatively constant is true, according
to (1), the envelope line should show
that a 3 dBs/s increment in fs corre-
sponds to a 1-b reduction in resolution.
However, Figure 1 shows that the real
tradeoff is 1 b/2.3 dBs/s. Compared to
the 1 b/3 dBs/s slope hypothesis, there
is an improvement in P at low sam-
pling rates and degradation at high
sampling rates. This trend indicates
that the ADC performance boundary is
varying with sampling rate, as illustrat-
ed by Figure 2 where ENOB is plotted
versus the sampling rate.

As stated previously, noise and dis-
tortion cause most of the performance
degradation in practical ADCs. The
internal sample-hold-quantize signal
operations are nonlinear, and those
effects are represented as equivalent
noise effects so that they can be unified
into noise-based equations to simplify
the performance analysis. Therefore,
besides thermal noise, we have two
additional noise sources, quantization
noise [2] and aperture-jitter noise [1].

THERMAL NOISE
Thermal noise by itself [1] has a 1 b/6 dBs/s relationship to sam-
pling frequency assuming Nyquist sampling [2]. However, it is
usually overwhelmed by the capacitance noise since the S/H stage,
as the input stage of an ADC, shows strong capacitive characteris-
tics. Therefore, the capacitance noise (modeled as kT/C noise [4],
where k is Boltzmann’s constant, T is the temperature, and C is
the capacitance) is usually assumed as the input noise floor.

QUANTIZATION NOISE
The signal distortion in quantization is modeled as quantization
noise with a signal-to-quantization-noise ratio (SQNR) definition of

[FIG1] Stated number of bits versus sampling rate.
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The pipelined structure and unknown structure have the
best overall performance, so that they are best suited for
applications with high performance requirements, such as
wireless transceiver applications and military use [3]. SAR
ADCs have widely ranging sampling rates, though they are
not the fastest devices. Still, these devices are popular for
their range of speeds and resolutions as well as low cost and
power dissipation. It can be seen that there is a borderline of
sampling rate at around 30 Ms/s separating the sigma-delta
and flash ADCs. Sigma-delta ADCs have the highest resolu-
tion with relatively low sampling rates from kilosamples per
second to megasamples per second, while flash ADCs have
the highest sampling rates up to
Gsps due to their parallel structure
but with a resolution limited to no
more than 8 b due to nonlinearity.
Between these two structures are
unknown structures compromising
speed and resolution. 

We are also interested in the
envelope of the sample distributions
in this plot since such an envelope
indicates the performance limita-
tions. It is reasonable to extract the
envelope information based on the
ADCs with the highest performance
to postulate the design challenges
and technology trends.

In Figure 1, if Walden’s claim that P
is relatively constant is true, according
to (1), the envelope line should show
that a 3 dBs/s increment in fs corre-
sponds to a 1-b reduction in resolution.
However, Figure 1 shows that the real
tradeoff is 1 b/2.3 dBs/s. Compared to
the 1 b/3 dBs/s slope hypothesis, there
is an improvement in P at low sam-
pling rates and degradation at high
sampling rates. This trend indicates
that the ADC performance boundary is
varying with sampling rate, as illustrat-
ed by Figure 2 where ENOB is plotted
versus the sampling rate.

As stated previously, noise and dis-
tortion cause most of the performance
degradation in practical ADCs. The
internal sample-hold-quantize signal
operations are nonlinear, and those
effects are represented as equivalent
noise effects so that they can be unified
into noise-based equations to simplify
the performance analysis. Therefore,
besides thermal noise, we have two
additional noise sources, quantization
noise [2] and aperture-jitter noise [1].

THERMAL NOISE
Thermal noise by itself [1] has a 1 b/6 dBs/s relationship to sam-
pling frequency assuming Nyquist sampling [2]. However, it is
usually overwhelmed by the capacitance noise since the S/H stage,
as the input stage of an ADC, shows strong capacitive characteris-
tics. Therefore, the capacitance noise (modeled as kT/C noise [4],
where k is Boltzmann’s constant, T is the temperature, and C is
the capacitance) is usually assumed as the input noise floor.

QUANTIZATION NOISE
The signal distortion in quantization is modeled as quantization
noise with a signal-to-quantization-noise ratio (SQNR) definition of
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Fig. 2. Several studies, including the one illustrated here [11], have shown a clear empirical relationship between the quantiza-
tion rate achieved by a practical ADC and the precision with it can make its measurements. (a) Stated number of bits vs. sample
rate. (b) Effective number of bits (ENOB) vs. sample rate. Figure courtesy of [11].

3.3. The dynamic range of a compressive receiver

It remains to be shown that a properly designed CS-based re-
ceiver does not intrinsically degrade the system’s DR perfor-
mance. Since our recent paper [5] has laid out the argument
in detail and provided the relevant proofs, here we only sketch
the method and associated results.

• We first provide first a careful definition of DR, one that
brings practical intuition but has the needed mathemat-
ical structure.

• We then observe that the ADC’s quantizer is the key
limitation to the receiver’s DR. We extend this by as-
suming that the other components of the receiver are
designed well enough that the quantizer is the only fac-
tor controlling the DR of the system.

• We then prove that the CS process does not affect the
DR of the system, other than by a small bias, which can
be positive or negative, that depends on the nature of the
input signal (for example, its peak-to-average ratio).

3.4. Simulation results

Simulation work on the performance of CS receivers has been
reported upon in both [4] and [5]. The key results are repro-
duced here in Figure 3. The two sets of curves illustrate two
different aspects of SNR performance as a function of the sub-
sampling ratio ρ. The set of curves on the left shows the effect
of subsampling-induced noise folding. Just as predicted in [4]
and more carefully in [5], the output SNR of a CS receiver in
the presence of white additive input noise is bounded above
by a term that degrades by 3 dB for every increase in the CS-
enabled subsampling ratio by a factor of 2. Note also that in
Figure 3 the precise value of the output SNR depends as well
on a number of other factors including the input SNR, the de-
sign of the CS receiver, and the performance of the estimation
algorithms located at the “backend” processor.

The set of curves on the right, conversely, shows the im-
provement that can be expected in DR as the subsamping ra-
tio is increased. As outlined in the sections above, and more
carefully analyzed in [5] these curves capture two effects: (i)
the simulation-supported theoretical result that the DR perfor-
mance of a properly designed CS receiver will, up to a point,
be affected only by the performance of the ADC’s quantizer,
and (ii) the empirical improvement in DR, as captured in [11],
of the ADCs themselves as the sampling rate is decreased.
Note that in Figure 3(b) the rate of DR improvement with ρ
is substantially larger than the rate of noise floor degradation
shown in Figure 3(a). We observe that this is not a theoreti-
cal effect but rather one that results from practical issues as-
sociated with the ADC implementation. Advances in ADC
technology might change this relationship, but, at long as it
lasts, it turns out that using even more aggressive CS-based
sampling, up to the limit imposed by ρCS , can produce more
DR improvement than it costs in noise figure.

4. EXAMINATION OF CS
FOR A SPECIFIC APPLICATION

The simulation work presented in [5] and Section 3 provides
an initial validation of the engineering design relationships
established in the preceding sections. To see how they might
be used in practice, we return to the example set of system re-
quirements from Table 1. In Table 2 we repeat these require-
ments and add two columns, the first being the specifications
that might be attained by a classical wideband digital acqui-
sition system, and the second being those that we think are
attainable by a CS-based system.

For the conventional receiver we assume the use of a mod-
ern 8-bit flash ADC (e.g., the National ADC08D1500), which
is capable of sampling at a rate of above 1 GHz and is adver-
tised to provide roughly 7.3 effective bits of precision. For
the purpose of comparison we will assume that the ADC is
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the only source of signal degradation other than additive input
noise, and therefore the system noise figure is small. Under
these conditions, this classical system can be expected to be
able to monitor the entire 500 MHz of instantaneous band-
width, but with a limited dynamic range and a very large data
link requirement.

By applying the rules laid out in [5] and Section 2.1, we
find ρCS , the maximum subsampling factor in a CS system, is
about 160. This implies that the sampling rate can be reduced
from 1 GHz to 6.25 MHz. This sampling rate reduction has
three key impacts:

• The noise figure goes up approximately 22 dB, thus re-
ducing the recovered SNR of all received signals by that
amount.

• However, a dynamic range improvement equivalent to
an additional 9–10 bits of quantization accuracy might
be achieved thanks to the lower sampling rate. In this
case, if we assume the use of an 8-bit convertor for the
conventional receiver, then the compressive sensing re-
ceiver should be able to achieve 17 bits or more, leading
to a system dynamic range of greater than 100 dB.

• The data link bandwidth is reduced substantially. In
this case the sampling rate can be reduced by a factor
of 160, but the number of bits captured by the slower
ADC will be greater (say 17 instead of 8). Thus the
required datalink bandwidth is lowered by a factor of
approximately 75, still a very substantial reduction.

Comparing these results with the objectives laid out in Ta-
ble 2 shows the remarkable result that a CS-based acquisition
system can theoretically meet the very stringent and rarely
attained instantaneous bandwidth and dynamic range require-
ments, but at the cost of a worse SNR.

In aggregate, these results imply that CS introduces new
tradeoffs in the design of signal acquisition systems. While a
poorer noise figure reduces the sensitivity of a receiver, at the
“systems level” that might be acceptable in trade for what one
gets for it—much wider instantaneous bandwidth, improved
dynamic range, and reduction of virtually all elements of the
“cost vector” at the sensor end of the system, where it usually
matters the most.

An example of how this tradeoff can be exploited is il-
lustrated in Figure 4. Figure 4(a) portrays a traditional three-
sensor arrangement for performing radio emitter geolocation.
It is well known that the location accuracy of such a system
is determined by, among other things, the SNRs of the sig-
nals arriving at the three sensors. It is common for these sen-
sors to be located some distance away from the emitters and
to be quite expensive and complex. Consider now the sce-
nario shown in Figure 4(b), where one of the three sensors is
brought down to a much lower altitude and implemented us-
ing the CS techniques discussed in this paper. It can be shown
that in many practical cases the reduction in altitude and asso-
ciated improvement in SNR at the sensor more than compen-
sates for the CS-induced elevation of the noise figure. In fact,
geolocation accuracy can actually be improved while simul-
taneously reducing SWAP and cost of the receiver, increasing
the dynamic range, and increasing the instantaneous acquisi-
tion bandwidth enormously! All of this assumes, of course,
that the input to the receiver satisfies the sparsity conditions
required to employ CS. Certainly not all acquisition systems
operate in such environments, but some important ones do.
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Table 2. A comparison of the theoretical performance of two technical approaches to building a wideband signal acquisition
receiver: Conventional high-speed digitization vs. exploiting signal sparsity through CS.

Attribute Specification Conventional Compressive
Instantaneous bandwidth B/2 500 MHz 500 MHz 500 MHz
Instantaneous dynamic range DR 96 dB 44 dB 103 dB
SNR degradation/noise figure NF 12 dB 3 dB 25 dB
Maximum signal bandwidth W/2 200 kHz 500 MHz 200 kHz
Data link bit rate r 150 Mb/s 8 Gb/s 107 Mb/s

5. CONCLUSIONS, IMPLICATIONS AND
RECOMMENDATIONS FOR FUTURE WORK

This paper has examined how the positive impact that CS has
on the dynamic range of a system provides an exciting new
degree of freedom in the design of high-performance signal
acquisition systems. Specifically, the results reported in this
paper and two of its antecedents [4], [5] can be captured suc-
cinctly as follows:

• From [4] and [5] we have established that designing
an RF receiver based on CS techniques is indeed fea-
sible, and that it should reduce the size, weight, power
consumption, and monetary cost of the receiver, but at
the costs of increasing the receiver’s noise figure and
hence degrading the recovered SNR, and increasing the
amount of computation required at the downstream pro-
cessing center.

• We have established that the amount of subsampling
by the CS receiver affects the noise figure and hence
recovered SNR in a predicable way in the presence of
white additive noise.

• We have also established that since CS permits the use
of lower-rate, but higher performance, ADCs, the in-
troduction of CS can actually substantially improve the
dynamic range of a receiver system.

In aggregate, these results mean that CS introduces new
tradeoffs in the design of signal acquisition systems. While
a worse noise figure reduces the sensitivity of a receiver, at
the “systems level” that might be acceptable in trade for what
one gets in return — much wider instantaneous bandwidth,
improved dynamic range and reduction of virtually all ele-
ments of the “cost vector” at the sensor end of the system,
where it usually matters the most.

Thus we conclude that further investigation in this area is
an area that will produce both theoretical and practical fruit.
There are three areas in which we recommend immediate em-
phasis: (i) verification that CS receivers can actually be phys-
ically implemented with performance we have theoretically
predicted, (ii) more work on practical and efficient processing
center algorithms for signal reconstruction, or, equivalently,

parameter estimation (e.g., emitter location) from the incom-
ing compressed measurements, and (iii) closer examination of
the effect of compressive sensors on signals with high peak-
to-average ratios, which is yet another area in which CS-based
systems might prove to have important advantages over con-
ventionally designed systems [5]. Successes in the first two
areas will make CS an important tool in the toolbox of radio
system designers, while success in the third will only make
the approach more attractive.
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