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ABSTRACT

A common problem in recommendation systems is to learn
a model of user preferences based only on comparisons of
the relative attractiveness of different items. We consider this
problem in the context of an ideal point model of user prefer-
ence, where each user can be represented as a point in a low-
dimensional space together with a set of items. In this model,
the closer an item is to a user’s ideal point, the more that user
prefers the item. When an embedding of items is known a
priori, the problem of localizing a user’s ideal point from
comparisons amongst items is well studied. However, rela-
tively little work exists on learning embeddings for new items
based only on such comparisons. In this paper, we consider
the problem of embedding a set of items using paired com-
parisons from a set of known users. Specifically, we present a
novel convex lifted method of learning the embedding repre-
sentation p1,...,p, € R? of n items given noisy responses
of the form “user u;, prefers item p; to item p;” for an arbi-
trary set of users {u} in R%. We provide a range of simula-
tions that validate the efficacy of our approach.

Index Terms— lifting, paired comparisons, generalized
nonmetric multidimensional scaling, matrix completion, delta
distancing

1. INTRODUCTION

Personalized recommendation systems have become an es-
sential tool in many modern applications, most prominently
in online shopping, media consumption, and information re-
trieval. As a result, a number of methods have been devel-
oped in recent years to learn models of the preferences of the
users of these systems. One prominent approach utilizes the
ideal point model [1], a classical model for human prefer-
ence where the user is represented as an ideal point in some
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low-dimensional space along with a set of items. The closer
an item’s embedding is to a user’s ideal point under the Eu-
clidean distance, the more strongly preferred that item is. We
emphasize that the ideal point of a user is not necessarily an
instantiated item, but rather the most preferred combination
of features. In order to collect preference information from
the user, we will query the users with paired comparisons [2]
of the form “do you prefer item p; or item p;?”, which users
typically find easier to answer than providing precise quan-
tifications of preference [3].

While most of the methods developed in the context of
the ideal point model have focused on learning user ideal
point representations [4]—[7] or user item rankings [8]-[13],
relatively little work exists in learning how to embed new
items that are introduced into the recommendation system.
This lack of ability to embed new items is surprising given
that in prominent recommendation system settings, such as
online shopping or streaming platforms, new items are con-
stantly being added to the content catalogue. However, in
order to recommend these new items to new or existing users,
the items must first be accurately embedded into the low-
dimensional feature space. While it may be possible to con-
struct these embeddings using item meta-data, such data may
not capture the perceptually relevant criteria, in which case it
would be preferable to be able to embed the items via user
preference judgements.

Towards this end, we consider the problem of learning
embeddings for a set of items p1, ..., p, € R? based on out-
comes of paired comparisons of user preferences from a set
of known user ideal points w1, ...us. In particular, we will
utilize paired comparisons of the form “user uj, prefers item
p; to item p;.” In this setting, if we let D denote the n x ¢
matrix of all possible (squared) item-user distances (i.e., the
matrix whose (i, k)" entry D;r = ||p; — ui||?), then each
paired comparison reveals comparative information about the
difference in distances

dijk = Dir, — Dijp. 9]

Specifically, in the simplest (noise-free) model, the response
that “item p; is preferred to item p; for user u;” could be
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Fig. 1. An illustrative example of paired comparison response
“Pi(k) 1s preferred to p;() for a known user uy.” Note that
if p;) were also known, the feasible region for p;) is a
disk centered around wuy (shown in indigo blue) with radius
lpjky — ukll2/2. However, note that if p;,) were known
instead, the feasible region for Dj(k) shown in lime green, is
a non-convex region.

modeled as revealing the sign of d;;;. Our task here is to
learn the p; from such observations in the setting where the
u are known.

The problem of simultaneously embedding a set of new
items can equivalently be viewed as one of matrix comple-
tion. Specifically, given (potentially noisy) one-bit quantized
observations of d;;;, as in (1), the task of estimating the p;
is equivalent to recovering the (low-rank) matrix of item-user
distances D. In this work we assume that the u; are known
a priori (as in a mature recommendation system), which con-
siderably simplifies our task. In this context, a natural ap-
proach might be to formulate an optimization problem for the
p; by leveraging our observations as constraints (or through a
simple loss function).

Unfortunately, as noted in [14], the most straightforward
formulation of the constraints imposed by user-item compar-
isons can be non-convex, as illustrated in Fig. 1. In our ap-
proach, which we dub delta distancing, we “lift” the non-
convex problem into a higher dimensional space of (d 4 1) x
(d + 1) symmetric positive semi-definite (PSD) matrices. In
this lifted space our non-convex constraints become convex,
enabling a natural approach to estimating the p;. As we will
show below, this provides a powerful and effective method for
embedding items from user comparisons.

2. RELATED WORK

Our method builds on existing work in learning embeddings
from paired comparisons. In particular, the problem is closely

related to the generalized non-metric multidimensional scal-
ing problem of [15], where no distinction is made between
“users” and “items”, greatly expanding the set of potential
queries. Assuming a probabilistic item comparison response
model (where no user ideal points are utilized), [16] applies
gradient descent to a non-convex optimization problem.

Our approach is perhaps most closely related to [14],
which localizes one new item at a time by forming a convex
linear relaxation of non-convex constraints. In doing so, the
feasible region resulting relaxation does not capture the full
feasible region of the original constraints. The primary dif-
ference between our developed method and established item
embedding methods from paired comparisons is that we take
an alternative approach to addressing the non-convexity of the
constraints, which allows us to simultaneously embed multi-
ple new items at once. The previous work of [14] assumed
that only a single new item was being embedded and that all
other reference items were known a priori. In contrast, our
approach is valid even if none of the items in consideration
have a known embedding.

The key to our approach to avoiding non-convex con-
straints is “lifting” our problem to a higher dimensional space.
The fundamental idea of lifting is that when our observations
depend in a nonlinear way on parameters we are interested
in, we can convert the problem to a linear model by mapping
the parameters to a larger space. This is the idea behind the
“kernel trick” behind support vector machines widely used
in regression and classification [17]. It has also been used in
nonlinear matrix completion [18]. Our particular method of
making a quadratic measurement linear by lifting to a space
positive semidefinite matrices is widely used in problems in
optimization, statistics, and telecommunications (see, e.g.,
[19]-[21]; see [22] for a more comprehensive survey and
introduction).

3. PROBLEM STATEMENT

In this work, we assume that the users provide noisy re-
sponses to paired comparisons which follow the well estab-
lished Bradley-Terry model [23]. This model has not only
been analyzed extensively in both the social science and
machine learning communities, but versions of it have also
been implemented in real-world ranking settings, such as the
World Chess Federation player rankings [6], [24] or the MSR
TrueSkill online video game player rankings [13]. Under this
model, when user uy is presented items p;() and pj(), the
paired comparison outcome yi, € {—1,+1} is 2b;, — 1, where
by, distributed as a Bernoulli random variable with parameter
Wi, where
1

1+ exp (=dimyjhpk)

Given m paired comparison outcomes y, € {—1,+1}, k =
1,...,m generated in accordance to the Bradley-Terry model
and known vectors u1, . . .,u,, € R? (possibly repeated if a

ik 2)
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Fig. 2. Item estimate trajectories observed in a sample exper-
iment. The red stars indicate true locations and the path of
blue stars indicate the estimates provided by our method.

single user makes multiple comparisons, e.g., these could be
choices from the set of ¢ distinct users discussed above), we
want to estimate py, ..., p, € R% We can “lift” this problem
to the space of PSD matrices by noting that for any user uy
and item p;,

Dir = |Ipi — w3

= pill3 — 2(pi, u) + uxl3

:<[pip¢T pi] l:ld _Uk]>
pi L) [ sl

= <P’L7 Uk>7

where (-, -) is the trace matrix inner product.

This is a standard method to transform a quadratic func-
tion of vectors into a linear function of a matrix (again, see
[22] for a comprehensive introduction to this class of tech-
niques). We have effectively transformed our problem from
estimating n vectors in R? to estimating n symmetric positive
semi-definite matrices in R(4+1)*(4+1) " Although this would
seem to make the problem more difficult, the key benefit is
that the D;;’s are now linear in the matrices P;, and maxi-
mum likelihood is now a convex program. Estimates for the
matrices P; can be obtained using commercial solvers such as
CVX [25], [26]. Note that each matrix P; contains additional
exploitable structure in that it is rank-one, and its bottom-
right entry is 1. In order to estimate {P;}7 ,, we utilize a

maximum-likelihood motivated optimization program:

m

leinp Z log (1 + exp (yk<PZ-(k) - Pjy, Uk>)) 3)
P £

+ A i tI(Pi)
=1

subject to P; = 0, 4

(P)at1,a+1=1,i=1,...,n.

In order to encourage our solutions to be low-rank, we use
trace regularization with A > 0 being a user specified param-
eter. From the resulting solution (P, ..., P,), we can, for
each 7, recover a vector estimate p; from the first d elements
of the last column of P;.

4. EXPERIMENTS

We demonstrate the effectiveness of our recovery algorithm
on synthetically generated datasets with known ground truth.

To begin, we illustrate the convergence behavior of our
algorithm to the true solution. For d = 2, we generate 5
items and 100 distinct users and track the estimate for a par-
ticular item as the number of paired comparison increases.
Note that because of the quantization of our problem, we can
only estimate the item embeddings within a certain convex
region around the true value, as described in [27]. However,
we hope to observe that as the number of paired comparisons
increases, the estimates for the embeddings converges to the
location of the true embedded item vectors. As seen in Fig. 2,
this is in fact the case.

Next, we empirically evaluate the performance of our
algorithm using two error metrics. The first is paired compar-
ison generalization accuracy (PCGA), which is the fraction
of paired comparisons induced by the learned items which
are consistent with the ground truth paired comparisons.
This takes value between 0 and 1, with a higher value being
more desirable. The second is averaged norm-square error

n
(ANSE): £ > |lp; — pil|3. For d = 2,5,10, we generate 5
i=1
and 20 items and 100 distinct users uniformly on [—0.5,0.5]4
and [—1, 1], respectively. With 5 items, the total number of
available paired comparisons is 1000, while with 20 items,
the total number of available paired comparisons is 19000.
We sweep the number of comparisons (choosing them ran-
domly without repetition), record both the PCGA and ANSE,
and report the mean and + one standard deviation over five
trials. For all experiments, CVX [25], [26] was used to solve
the optimization problem (3), with A = 2. Plots of the
performance of our recovery method can be seen in Fig. 3

Our algorithm demonstrates strong performance under
both error metrics even with noisy measurements. In particu-
lar, as the number of paired comparisons increases, the PCGA
increases rapidly, while the ANSE decays rapidly, indicating



o
©
a

o
©

[
©
@

o
©
T

Paired Comparison Generalization Accuracy
o
~
(&)
:

0.7

0.65
1
0.6
— pxo, 2dim
0.55 — =uto, 5dim
pxo, 10 dim
05 . . T i
200 400 600 800 1000

Number of paired item comparisons

(a) PCGA with 5 items

-
1

o

©

@
T

o
©
T

4
©
© O

. T

Paired Comparison Generalization Accuracy
o
~
w
-
N

— pxo, 2 dim
055 — = pzo, 5dim
yixo, 10 dim

500 1000 1500 2000
Number of paired item comparisons

(c) PCGA with 20 items

a
1

— pxo, 2dim
0.9 = =puxo, 5dim
pxo, 10 dim
0.8
.
o
5oz
o
To6r
o
@ \
051
£ \
z \
5041 o
(o)) ~
s ~
©0.3 \
Z \
0.2 S s
~
=
0.1 T~--o
e
0 . i T .
0 200 400 600 800 1000
Number of paired item comparisons
(b) ANSE with 5 items
10
pxo, 2 dim
09} pxo, 5dim
pxo, 10 dim
0.8

o
3
T

o
)
T

Average Norm Square Error
o o o
w S (&
T T
4
7

o
)

o
T

o

0 500 1000 1500 2000
Number of paired item comparisons

(d) ANSE with 20 items

Fig. 3. PCGA (left column) and ANSE (right column) for 5 items (top row) and 20 items (bottom row). As the number
of comparisons increases, PCGA increases steadily and ANSE decreases rapidly, indicating that our algorithm is capable of
estimating accurate embedding points and predicting paired comparison outcomes well. All plots report mean over five trials

with & one standard deviation for multiple item dimensions.

strong performance both in estimation of unknown embed-
ded points and predicting paired comparison outcomes. It is
notable that for 20 items, only a fraction of the 19,000 avail-
able paired comparisons are needed to accurately estimate the
embedded points.

5. CONCLUSION

In this paper, we described a method for learning an embed-
ding of a set of items given paired comparisons from users
whose embedding location is known. Our method works by
“lifting” the problem from the space of d-dimensional vectors
to the space of (d + 1) x (d + 1) symmetric PSD matrices,
where our problem becomes convex. We performed simula-
tions on a synthetic dataset to demonstrate the effectiveness

of our proposed optimization program.

There are several interesting directions for potential fu-
ture work. While an off-the-shelf convex solver worked well
for validating our approach, we could likely scale the algo-
rithm up to much larger problem sizes with a problem-specific
implementation (e.g., of an interior-point or proximal algo-
rithm). Another interesting extension would be to consider
nonmetric multidimensional scaling where we know neither
the items or users a priori. Similar to [14], we could perform
alternating minimization over both users and items (in each
step performing an optimization similar to ours).
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