
ECE 6250, Fall 2019

Homework #9

Due Wednesday November 13, at the beginning of class

As stated in the syllabus, unauthorized use of previous semester course materials is
strictly prohibited in this course.

1. Using your class notes, prepare a 1-2 paragraph summary of what we talked about in class
in the last week. I do not want just a bulleted list of topics, I want you to use complete
sentences and establish context (Why is what we have learned relevant? How does it connect
with other things you have learned here or in other classes?). The more insight you give, the
better.

2. Let f(x) be a functional on RN ; that is is, f(·) maps a vector to a real number. Recall the
definition of the gradient of f at x:

∇xf =



∂f
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∂f
∂x2

...

∂f
∂xN

 ,

where the xi are the components of x.

(a) Calculate the gradient for f(x) = ‖x‖22.
(b) Calculate the gradient for f(x) = ‖Ax‖22, where A is an M ×N matrix.

(c) Calculate the gradient for f(x) = yTAx.

(d) A necessary condition for x0 to be a minimizer of f(x) is that ∇x=x0f = 0. Show that
a minimizer x̂ of

min
x
‖y −Ax‖22

must obey the so-called normal equations

ATAx = ATy.

(e) Having ∇x=x0f = 0 is also a sufficient condition for x0 to be a minimizer when f(x) is
convex. If f is twice differentiable, this is the same as the Hessian matrix

Hx =
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
being symmetric positive semi-definite. Show that this is indeed the case for f(x) =
‖y −Ax‖22.
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(f) Show that the minimizer x̂ of

min
x
‖y −Ax‖22 + δ‖x‖22

is always

x̂ =
(
ATA + δI

)−1
ATy,

no matter what A is. Make sure to include an explanation of why ATA + δI is always
invertible when δ > 0.

3. Download the file blocksdeconv.mat. This file contains the vectors:

• x: the 512× 1 “blocks” signal

• h: a 30× 1 boxcar filter

• y: a 541× 1 vector of observations of h convolved with x

• yn: a noisy observation of y. The noise is iid Gaussian with standard deviation .01.

(a) Write a function which takes an vector h of length L and a number N , and returns the
M ×N (with M = N +L− 1) matrix A such that for any x ∈ RN , Ax is the vector of
non-zero values of h convolved with x.

(b) Use MATLAB’s svd() command to calculate the SVD of A. What is the largest singular
value? What is the smallest singular value? Calculate A†y and plot it (y is the noise-free
data).

(c) Apply A† to the noisy yn. Plot the result. Calculate the mean-sqaure error ‖x − x̂‖22
and compare to the measurement error ‖y − yn‖22.

(d) Form an approximation to A by truncating the last q terms in the singular value de-
composition:

A′ =

R−q∑
k=1

σkukv
T
k .

Apply the new pseudo-inverse A′† to yn and plot the result. Try a number of different
values of q, and choose the one which “looks best” to turn in (indicate the value of q
used). Calculate the mean-square reconstruction error.

(e) Now form another approximate inverse using Tikhonov regularization. Try a number
of different values for δ and choose the one which “looks best” to turn in (indicate the
value of δ used). Calculate the mean-square reconstruction error.

(f) Summarize your findings by comparing the MSE in parts (c), (d), and (e). Also include
the error of doing nothing: ‖x− yn′‖22 where yn′ is the appropriate piece of yn.
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4. Let

A =

[
1.01 0.99
0.99 0.98

]
(a) Find the eigenvalue decomposition of A. Recall that λ is an eigenvalue of A if for some

u[1], u[2] (entries of the corresponding eigenvector) we have

(1.01− λ)u[1] + 0.99u[2] = 0

.99u[1] + (0.98− λ)u[2] = 0.

Another way of saying this is that we want the values of λ such that A − λI (where I
is the 2× 2 identity matrix) has a non-trivial null space — there is a nonzero vector u
such that (A − λI)u = 0. Yet another way of saying this is that we want the values of
λ such that det(A − λI) = 0. Once you have found the two eigenvalues, you can solve
the 2× 2 systems of equations Au1 = λ1u1 and Au2 = λ2u2 for u1 and u2.

(b) If y =
[
1 1

]T
, determine the solution to Ax = y.

(c) Now let y =
[
1.1 1

]T
and solve Ax = y. Comment on how the solution changed.

(d) Suppose we observe
y = Ax + e

with ‖e‖2 = 1. We form an estimate x̃ = A−1y. Which vector e (over all error vectors
with ‖e‖2 = 1) yields the maximum error ‖x̃− x‖22?

(e) Which (unit) vector e yields the minimum error?

(f) (Optional) Suppose the components of e are iid Gaussian:

e[i] ∼ Normal(0, 1).

What is the mean-square error E[‖x̃− x‖22]?

(g) (Optional) Verify your answer to the previous part in MATLAB by taking Ax =
[
1 1

]T
,

and then generating 10, 000 different realizations of e using the randn command, and
then averaging the results. Turn in your code and the results of your computation.

5. Suppose we make a noisy observation of y = Ax, with

A =


2 4 −1
1 −2 1
4 0 1
5 6 −1
8 −4 2

 y =


1
2
−1
−2
5


(a) Find the total-least squares solution to the above linear inverse problem. (Use MAT-

LAB.)

(b) What is the residual error ‖∆‖2F ? What are the ∆A and ∆y corresponding to your
solution?
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