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ABSTRACT

An important problem that arises in the analysis of many com-

plex networks is to identify the common pathways that enable

the flow of information (or other quantities) through the net-

work. This is a particularly challenging problem when the

only information observed consists of the timing of events

in the network. We develop a framework based on multidi-

mensional Hawkes processes that can be used to determine

how events are related. This extends the capability of Hawkes

process-based models to infer how network events relate. We

then show how a simple dynamic program can exploit this

data to recognize chains of events and provide a much deeper

insight into the behavior of nodes within the network. Simu-

lations are provided to demonstrate the capabilities and limi-

tations of this framework.

Index Terms— point processes, Hawkes processes, dy-

namic programming, network information flow

1. INTRODUCTION

A fundamental problem in the analysis of complex net-

works is determining how information or other quantities

flow through the network. For example, in a communication

network we might be interested in who is communicating

with whom; in a network of neurons we may wish to know

how certain neurons affect other neurons in the network; or in

a financial network we might want to identify the end parties

of transactions that pass through (possibly many) intermedi-

aries.

When we can observe interactions between nodes in the

network in detail, there are a number of techniques that can

help to identify this kind of structure. However, in many cases

we may have only limited information about what is happen-

ing. For example, in a wireless network we might be able to

identify the source of a transmission but not the destination.

In many other communication/social networks, privacy con-

cerns and other practical limitations might preclude knowl-

edge of the intended recipient of an interaction. Such limita-
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tions also arise in neural networks, financial transaction net-

works, and many others. However, the timings of events (e.g.,

transmissions in a wireless network) in the network are often

easier to obtain. Furthermore, this information can be suffi-

cient to learn about the network if we assume that events at

one node are likely to induce a response at some other node.

This can be formalized using the notion of multidimen-

sional Hawkes processes (MHPs). MHPs have found appli-

cations modeling social networks [1, 2], communication net-

works [3], neural networks [4], financial transactions [5], and

more. Fitting an MHP to a collection of recorded events can

provide insight to the structure of the network. However, this

model is largely limited to discovering the direct connections.

If nodes act as intermediaries between others, the meaning-

ful interactions in a network can become obfuscated. For

example, packets in wireless ad hoc networks may be for-

warded multiple times to reach their final destination. It may

be of greater interest to know the source and destination of the

packet rather than the topology of the network. An MHP can

be used to determine which nodes are connected, but does not

directly reveal this source/sink information.

In this paper, we explore novel techniques based on MHPs

which aim to uncover the relationship between events more

explicitly. Recognizing relationships between events (rather

than nodes) can enable us to discover more complex traffic

patterns within a network, something not provided by existing

approaches based on MHPs.

2. HAWKES PROCESSES

A Hawkes process is a point process with an autoregressive

dependence on past events, where rate at any instant is a func-

tion of recent events in the process (the statistical rate is a

function of the previous empirical rate). Specifically, the con-
ditional intensity function (CIF), or rate, of a Hawkes process

given event times tk is

λ(t) = μ+A
∑
k

γ(t− tk). (1)

The kernel γ(t) is a known function that is strictly causal

(γ(t) = 0 for t ≤ 0), integrable, and is usually constrained to
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be nonnegative. The innovation rate μ and excitability A are

also commonly nonnegative (if it is possible to achieve a neg-

ative CIF then such cases must be handled specially as there

is no meaningful interpretation). This results in a process that

is self-exciting, where events tend to occur in clusters.

A multidimensional Hawkes process (MHP) extends this

notion to a group of processes that can excite each other. In

this case, the CIF of process i is described by

λi(t) = μi +
∑
j

Aij

∑
k∈Kj

γ(t− tk) (2)

where Kj is the set of events originating from node j. The

matrix A now describes how likely nodes are to excite each

other. Specifically, Aij determines how likely process i is to

react (by creating another event) to an action by process j. In

this way, A forms a weighted and directed adjacency matrix

for the network.

A central task in applying MHPs involves estimating the

parameters μ and A. The negative log-likelihood of the activ-

ity of process i over the interval t ∈ [0, T ] is

Li(μ,A) =

∫ T

0

λi(t)−
∑
k∈Ki

log λi(tk). (3)

Maximum likelihood estimation requires us to minimize this

convex function. Possible tools for performing this opera-

tion include SPIRAL [6] and composite self-concordant min-

imization [7]. The authors find that a projected quasi-Newton

method that approximates the Hessian by its diagonal is a

simple program that works extremely well in practice. The

negative log-likelihood of all processes combined is simply

L(μ,A) =
∑

i Li(μ,A) but, since each likelihood depends

on only an isolated subset of the parameters, each term can be

optimized individually.

3. INTER-EVENT INFLUENCE

The MHP model provides a way to estimate how much in-

fluence nodes have on each other in a network, but another

important question concerns how much influence individual

events exert. Specifically, we might wish to know which

events are responsible for causing which other events in a

sample. To address this question, we will assume that events

have a single cause – events can be generated either sponta-

neously (for reasons internal to the node) or can be a result

of a single previously-observed event. While this assumption

can be relaxed in practice, the following probability-based

statements rely upon it.

The CIF of an MHP dictates the rate of event occurrence

through a compositional structure that adds the contributions

of multiple terms. Let ik be the node that created the event at

time tk (the i such that k ∈ Ki) and consider

λik(t) = Aiikγ(t− tk), (4)

which is just one component of the overall CIF in (2). λik(t)
tells us how much intensity event k contributes to process i
at any time t. Because rate is the probability of occurrence

within a differential time interval, we can make probabilistic

statements about the cause of an event that occurs at a specific

time. By evaluating λi�k(t�) we can quantify the contribution

of event k toward generating an event at time t� (on process

i�). The probability that event k is responsible for event � is

P(k → �) =
λi�k(t�)

λi�(t�)
. (5)

We can organize these probabilities into an event causation

probability matrix E where Ek� = P(k → �). Note that, be-

cause γ(t) is strictly causal, there is no possibility that events

are caused by later or concurrent events (including them-

selves). This means our event causation probabilities form a

(weighted) directed, acyclic graph. If γ(t) is time-localized

(virtually zero beyond some value of t) then this graph is also

sparse and, if events are time-ordered, banded.

We can also use this scheme to consider chains of po-

tentially connected events. For example, the probability that

event a caused event b which in turn resulted in event c is

P(a→ b) ·P(b→ c), and the same can be done for arbitrarily

long candidate sequences. It is also worth noting that we can

compute the probability that an event is an innovation (not the

result of a previous event, but rather the start of a new chain)

as

P(∅→ �) =
μi�

λi�(t�)
, (6)

or the probability that an event k is a terminus (does not result

in another event) as

P(k → ∅) =
∏
�

(1− P(k → �)). (7)

One can use these quantities to identify the endpoints of a

chain of related events.

4. EVENT CHAINS

If we wish to find the most likely chain of events that includes

a particular event then a simple dynamic program, such as

the Dijkstra algorithm [8], can be used to do so. In some

contexts, this may be all we care about. However, given the

significant ambiguity that often arises in our model, the “most

probable” chain can still be very unlikely. We will see later

that it can be beneficial to consider additional candidates to

gain an effective understanding of the network dynamics.

Even if E is banded and acyclic, the number of possi-

ble chains in the graph is still exponential in the total number

of events. But if we only consider chains with at least some

minimum probability, we get a dramatic reduction (to roughly

linear in the number of events). This can still be a large num-

ber, however, so it will be worth examining an efficient way

to explore them all.

2016 IEEE Statistical Signal Processing Workshop (SSP)



Algorithm 1 Low Cost Paths for Acyclic Graphs

inputs: E′ ∈ [0,∞)n×n, kstart ∈ {1 . . . n}, kstop ∈ {1 . . . n},

α′ ∈ [0,∞)
initialize: Rcost

kstop,1 = 0, Rnode
kstop,1 = kstop, Rnext

kstop,1 = ∅,

u{1...n}\kstop
= true, ukstop = false, npath

kstop
= 1

call: TRAVERSE(kstart)
for i ∈ {1 . . . npath

kstart
} do

r = Rkstarti, Ci = rcost, � = 0
while r �= ∅ do

� = �+ 1, Pi� = rnode, r = rnext

return P,C

SUBROUTINE: TRAVERSE(k)
initialize: � = 0
for i s.t. E′

ki ≤ α′ do
if ui then

recurse: TRAVERSE(i)
for j ∈ {1 . . . npath

i } do
if E′

ki +Rcost
ij ≤ α′ then

� = �+ 1, Rcost
k� = E′

ki +Rcost
ij , Rnode

k� = k, Rnext
k� = Rij

npath
k = �, uk = false

return

We want to find all sequences of events (paths) S =
{s1 . . . sσ} such that P(S) ≥ α where

P(S) =
σ−1∏
i=1

Esi,si+1
. (8)

To do this, we will use a graph traversal algorithm we will call

Low Cost Paths for Acyclic Graphs (LCPAG). This dynamic

program addresses the all simple paths problem [9] with mod-

ifications such that it prunes paths with excessive cost and

does not work on graphs with cycles. To maintain consis-

tency with other graph search algorithms, which traditionally

use additive rather than multiplicative cost, we will instead

present an algorithm to find all paths S such that C ≤ α′

where

C =
σ−1∑
i=1

E′
si,si+1

. (9)

This is equivalent to our problem if we use E′
ij = − logEij

and α′ = − logα.

The algorithm is presented in Algorithm 1. The idea is

that if we know all the paths (and their costs) from a ki to

kstop then finding ki is just as good as finding kstop. We begin

our search from kstart, where we ask each of its neighbors for

every path (and associated cost) they know that goes through

them and reaches kstop. If a neighbor’s path’s cost plus its cost

from kstart is less than α′, we extend that path by connecting

kstart (and record the new cost). Now we know every way to

reach kstop from kstart.

Of course, kstart’s neighbors may not know how to reach

kstop and, if they don’t, must ask their neighbors before they

can answer. We recurse the function for every node (or at

least those that could potentially be along viable routes) that
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Fig. 1. Ground truth (top) and recovered (bottom) link utiliza-

tion (left) and source/sink pairs (right, measured as in (10))

for example simulation using α = 50%. Yellow (bright) val-

ues indicate stronger connections. Though the MHP accu-

rately infers the utilization parameters, it may not reflect the

actual behavior of the network.

doesn’t know the paths it can take to reach kstop. Once a node

knows all the paths to the end, we mark it (set uk to false in

the algorithm) and use its saved result instead of recomput-

ing. The constraint that the graph is acyclic ensures that we

can finish evaluating a node completely before we evaluate its

parent. We can follow R like a linked list (though it is actually

a reversed-tree or funnel), inspecting the cost from the head,

to see what events are in a possible chain. The final stage of

the algorithm (the part following the subroutine call) simply

does this to provide a listing of every path.

We can incorporate the innovation and termination proba-

bilities by adding two dummy vertices. One dummy vertex

connects to every event with the corresponding innovation

probability and the other is connected from every event us-

ing the termination probability. By finding all plausible paths

from the innovation dummy to the termination dummy, we

have found every possible chain of events with probability α
or greater.

5. TRACKING THE FLOW OF INFORMATION

The LCPAG algorithm allows us to group events in an MHP

into probable chains of events. This can allow us to track the

flow of information in a network. Identifying common in-

formation pathways (for example, identifying pairs of nodes

which are communicating with each other) in a complex net-

work is a different problem than identifying the local structure

of a network. While MHPs can be effective in learning local

network structure, they do not directly provide much insight
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Fig. 2. (a) Example comparison of hit and false-alarm rate of sum-probabilities (“What fraction of the total weight of correct

and incorrect chains do we find?”) included when we limit our consideration to paths of some minimum probability. The

probability thresholds α that result in certain trade-offs are labeled. (b) Average area under ROC curve when thresholding the

recovered source/sink pairs. Contours are drawn every 0.05 area.

into the common information pathways. However, we will

see below that the techniques described above can effectively

leverage MHPs to learn this deeper structure.

We will consider a simulated network where messages are

relayed from one node to another in order to reach their des-

tination. These messages are passed between sets of sources

and sinks (destinations).1 It is important to note that in order

to simulate such a network, we do not generate data using an

MHP as an MHP contains no explicit way to enforce causal

structure between events.

Nevertheless, we can choose to fit an MHP model to the

data as described in Section 2. One such realization is shown

in Fig. 1. We observe that although the MHP parameters in

the matrix A provide an accurate estimate of the local con-

nectivity (and utilization) of the different links in the network,

they do not resemble the underlying source/sink structure.

To perform source/sink recognition, we use the LCPAG

algorithm to identify likely chains of events. Let Pα
ij be the

set of all event chains that begin with an event corresponding

to node j and end with an event corresponding to node i and

have probability at least α. We can estimate the number of

event chains beginning with node j and ending with node i as

Bij(α) =
∑

ρ∈Pα
ij

P(ρ). (10)

Increasing α means fewer candidate paths are considered.

Since we expect the true event chains to be relatively plausi-

1The network begins with 20 nodes that connect in a ring and then adds

additional bidirectional connections between pairs of nodes with a 3% proba-

bility. We then consider all pairs of nodes and assign them to be a source/sink

pair with 5% probability. A source in a pair will send messages to the match-

ing sink by using intermediate nodes (if necessary). When a node receives

a message with a destination other than itself, it will pass it to a neighbor

that is closer to the sink. Additionally, when a message arrives at the sink,

we assume that the sink responds with a single message (to which no one

will respond). In many scenarios the sink might reply by sending a message

back to the original source, but since single (isolated) transactions between

source/sink pairs likely represents the most challenging case, we restrict our

attention to this setting. We observe 2000 source/sink transactions (event

chains) in our simulation, approximately 105 per source/sink pair.

ble, increasing α can disproportionately diminish the impact

of incorrect chains (at least to a point). This results in a “re-

ceiver operating characteristic” (ROC) trade-off, such as in

Fig. 2(a).

This source/sink recognition procedure can be very effec-

tive, as seen in the right half of Fig. 1, although it is naturally

subject to some degree of inaccuracy. The primary driver of

this inaccuracy is ambiguity caused by heavy event traffic:

increasing event density makes it more challenging to under-

stand the intent and effect of any individual event. This den-

sity can be increased by either increasing traffic volume or

having nodes that act as bottlenecks in the network.

To visualize the impact of increasing traffic, we simulate

many instances of the graph described above. We observe

the area under the ROC curve that represents how many cor-

rect and incorrect pairs we discover (weighted by their prob-

ability) when excluding any source/sink pairs below a given

threshold. The averaged results over many trials are shown

in Fig. 2(b). When the number of observed chains is small,

we may be missing many source/sink pairs because they are

barely expressed. However, for moderate traffic volumes,

we quickly reach a point where we can efficiently identify

source/sink pairs. We also note that for any fixed number

of observed chains, we see that increasing the traffic density

(measured here by the average number of simultaneous con-

versations) increases ambiguity and limits the performance

we can expect to achieve with this method.

In summary, we believe that the simulations described

above are a convincing demonstration of the potential for

MHPs combined with the LCPAG algorithm to identify and

track the flow of information in settings where the main

source of data is event timings. A limitation of this approach

is the drop in performance in high-traffic networks, but we

believe that this could be improved in future work by devel-

oping ways to “sparsify” the output of the LCPAG algorithm

to eliminate chains of events through unusual sequences of

nodes.
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